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Abstract- Hybrid combinations of numerical and model conformal antennas present us with new
asymptotic methods are utilized to evaluate in-situ hybrid tools [4] for modeling realistic antenna
antenna performance, and coupling to other structures (and not just simple sources) on
systems on a shared platform such as a ship complex platforms.
topside. This paper describes a combination of the In this article we introduce hybrid techniques
finite element-boundary (FE-BI) method with ray for the analysis of electromagnetic (EM) radiation
techniques for evaluating antenna patterns in the from, and the coupling among, large multiple
presence of complex platforms. Specifically, a antenna arrays mounted on a large complex
very complex array antenna may be modeled with platform, such as a ship (see Figure 1). Other large
FE-BI, and interfaced to the platform via the use platforms may include airborne and land vehicles.
of equivalent currents. For the case considered The antenna-platform problem is challenging
here, the FE-BI is accelerated with the array because numerical methods require very large
decomposition fast multipole method (AD-FMM) computational resources even for the array itself.
so that large arrays may be considered. A novel This is compounded by the presence of the
discrete Fourier transform method is also platform and the necessity to account for
introduced to provide a greatly reduced interactions among multiple antennas. The hybrid
representation of the fields over a planar array approach combining numerical methods for large
aperture and the uniform theory of diffraction antenna arrays and high frequency methods for
(UTD) along with iterative physical optics (IPO) dealing with large platforms appears to be well
are used to characterize the platform. To tie it all suited to solve such practical problems in a
together, a matrix framework is formulated to tractable manner.
iteratively increment the higher order interactions In our analysis, the FE-BI along with domain
between antennas and platform. decomposition approach, is used for array analysis

[4], whereas the platform is accounted for via high
I. INTRODUCTION frequency asymptotic methods (see Figure 1). The

UTD method [3] is used to model the whole ship
The Ohio State University ElectroScience at very high frequencies via the UTD-based NEC-

Laboratory (OSU-ESL) has a long history of Basic Scattering Code (NEC-BSC) [5], which has
studying the performance of antennas mounted on been extensively used for ship modeling. There are
realistic platforms [1,2]. Prior to using numerical several features of NEC-BSC that make it
methods, these studies were carried out attractive. Among them are the capability to find
experimentally, and later also by using ray ray paths for ship structures efficiently and its
methods such as the uniform geometrical theory of CPU scalability as the size increases. In fact, UTD
diffraction (UTD) [3]. Today's availability of becomes more accurate as the frequency increases.
numerical methods and their success to accurately For more arbitrarily shaped CAD models the

1054-4887 © 2006 ACES
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iterative physical optics (IPO) method can be more are not currently available [6,7]. IPO has been
appropriate than NEC-BSC since it can deal with shown to give good accuracy, and is considerably
situations for which UTD diffraction coefficients more efficient than pure numerical

Coupling Mechanisms

Embedded Array I /r

Figure 1: Interactions between antenna arrays on a modern naval vessel.

methods. As such, the IPO serves to bridge the gap with the reduced basis set expansion are described
between the numerical and the UTD-based in Section V. Several validation examples are
approaches. given throughout.

Central to the proposed hybrid approach is the
means of representing the fields over the array II. GENERAL APPROACH TO
apertures in a reduced basis set. This is necessary HYBRIDIZATION
to efficiently handle the antenna-platform
interactions. For this purpose, a novel approach is The main idea of the proposed hybridization
proposed using a discrete Fourier transform (DFT) approach is to decompose the structure into
representation of the aperture fields which is different domains. These domains are
subsequently truncated to extract the reduced basis subsequently coupled by iteratively accounting for
set [8]. A more recent approach is to employ a multiple interactions. Such interactions can be
traveling wave (TW) basis set [9] which is even either among array apertures or between an
more efficient than the DFT; the latter approach aperture and the array platform ship structure. It is
will not be discussed here, but it will be described understood that each individual array aperture
in detail in a future publication, must be analyzed with rigorous methods. In this

The format of this paper is as follows: Section case the FE-BI method enhanced with domain
II describes the general formulation for decomposition and fast algorithms will be used
hybridizing the FE-BI method with the high- [4]. Certainly, other analysis methods can be used
frequency approaches. Section III gives a brief as they are available.
summary of the accelerated FE-BI method used Let us assume that one of the antennas or
for analyzing finite array antennas [4], and Section substructures can be characterized by a matrix [Z].
IV describes how high-frequency methods are This matrix can be generated via the method of
employed for platform interactions. The moments, the finite element method or the FE-BI
integration of the FE-BI method for antennas and method. For the latter,
the high frequency methods for the platform along
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SEý Evs, 0{x}( 2), etc., until convergence is achieved to within
[Z] B Ea prescribed error. The above is known as the

(1) Jacobi decomposition approach and allows us to

0 P initially solve each component/domain
independent of the others and therefore avoid large

in which E.v, Es,, Es,, B, P, and Q denote sub- matrices. Moreover, it allows for each domain to

matrices. More specifically, P and Q in (1) are full be treated with different methods. As an example,

matrices resulting from the integral operators used the antenna domain can be treated with a rigorous

to express the fields external to the solution method, whereas the large ship structure can be

domain, and the remaining sub-matrices are the handled via high-frequency techniques.

usual sparse FE matrices for surface and volume Of particular interest is the number of

unknowns [4]. iterations needed for convergence of (4) since the
Regardless of the method used for antenna is conformal to the structure. To observe

characterizing a single component of the structure, this, we consider the case of a double stacked

let us denote the associated matrices for multiple circular patch mounted on a thick metallic plate as

components as [Z41], [Z22], etc. The complete shown in Figure 2. The plate dimensions are 1X x

coupling matrix that includes all interactions 1[ x 0.1), and was modeled via the MLFMM

between the #1 and #2 components or arrays [11,12]. For the double stacked patch the FE-BI

would then be [10], was used in conjunction with the iterative
algorithm (4) to account for coupling among the
plate and the antenna.

=Z,1 Z12 j The iterative solution process is broken into[Z~~uled= Z21 Z22/ I2 four major steps. First, the antenna itself is solved

in isolation via the FE-BI solver with the metallic

where Zj account for cross-coupling interactions. plate (platform) absent. In the second step the
When Zii is generated via FE-BI, the coupling antenna surface currents are radiated onto the
matrices have the form, nearby structure. The MLFMM (third step) is then

used to compute the scattered fields and surface

currents induced on the plate by the antenna. Re-
0 ]radiating these currents back onto the antenna is

ZY i~j = 0 (3) the fourth step. The steps begin once again using
0 Pthe updated antenna currents in the FE-BI solver.

This process continues to be repeated through
several iterations until convergence of the antenna

because only the P and Q sub-matrices are needed and platform currents is achieved to a given level
to "communicate" with outside components. of accuracy.

The identification of (2) allows us to consider To validate the proposed iteration scheme, we
matrix partitions and therefore decompose the first computed the antenna input impedance via a
domain into smaller and more manageable direct FE-BI solution that modeled the entire
components. Mathematically, we proceed to cast structure as a single antenna. The resulting value
the iterative solution of [Z],o,,,ptex}={b} as, was found to be 89.6724+32.6572i shown by the

horizontal lines in Figure 3. Next, we proceeded

[4 0 F{0 =1} •2 with the decomposition and iteration. After 20L1z 0 2 -1 lb1 01X2 5 (4) iterations the input impedance converges to
22 22 ) 2 1 X2 89.9056+32.9705i. The convergence of the input

impedance is shown in Figure 3 as a function of
In this set-up {X}={XlX 2}T denotes the unknown iteration number. The effect of the platform on the
quantity in domains #1 and #2, respectively, input impedance can be seen by the difference
whereas {b}={b1,b2}T is the corresponding between the first iteration and the converged
excitation vector. Setting {x}(0)={0,0} , (4) can be result.
solved iteratively by updating {x} with {x}(1),
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Figure 2: Probe-fed circular stacked patch antenna over a PEC platform. Platform dimensions are 1X x IX
x 0.1X.

140__._._._ ._The difference between converged solutions
for the antenna and the platform can also be

120 LI\J observed in the following figures. Figures 4 (a)

100 and (b) show the fields within the patch antenna.

8o As seen, the converged results are almost identical
to the full FE-BI solution. The surface currents

60/ induced on the platform are given in Figure 5.
S40 They also agree well with the full FE-BI solution.

20 /-. Excellent agreement between the full and iterative
methods is demonstrated in Figure 6 for the

0 radiation pattern of the antenna on the platform.

0 2 4 6 8 10 12 14 16 18 20
lteration Number

Figure 3: Iterative convergence of the input
impedance.

(a) Full FE-BI solution.

(a) Full FE-BI solution.

(b) Iterative solution.

(b) Iterative solution. Figure 5: Induced surface electric currents on the

Figure 4: Electric fields within the patch antenna. platform.
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that alleviate the computational burden of rigorous
120 05 tmethods such as FE-BI. Here we examine a

-_--------- ,powerful decomposition approach that exploits
_.: 0.3 " translational symmetry of the array environment,

02 .thereby allowing the use of FE-BI for rigorous
"analysis of array structures without prohibitive
storage requirements. This version of FE-BI,

"10 -- ----.... :i" '• ,-,'".... " .....:-. known as the Array Decomposition-Fast Multipole
Method (AD-FMM), was most recently considered
in [14]. It is briefly described here.

Consider a linear array of n identical antenna
"elements on a regular grid. Each array element is
enclosed in an identical rectangular box. A finite

240 - 3"00 element expansion is used for the fields within the
270 box, and a boundary integral is used on the surface

to couple the element to other elements and to the
Figure 6: In-situ radiation pattern of the patch external region. Each boundary integral is
antenna. discretized using m unique current coefficients.

The complete impedance matrix [Z] for the array

III. RIGOROUS ANALYSIS OF system is of size N=(mn) 2, consisting of n2 blocks

ANTENNA ARRAYS USING FE-BI of size M2 . (A finite element matrix describes the
interactions within each box, but this matrix is

This section summarizes the finite element- generally much smaller than the boundary integral
boundary integral (FE-BI) method for the rigorous matrices, and is the same matrix for all the array
analysis of antenna array structures. It can elements.) In an array of identical elements, with a
generate a numerical solution for an antenna array fixed spacing between elements (and hence

on a complex platform, provided the available translational symmetry), this system will have a

computational resources can handle the composite block-Toeplitz property, i.e., the matrix block ZP
problem (for example, the circular patch antenna is the same as Zpq. Hence, of the original (mn)
on a metallic plate as in Section 2). For larger terms in the [Z] matrix, it is only necessary to store
platforms the FE-BI method may be used in the m (2n-1) of them without loss of information. The
hybrid scheme described in the last section, reduced storage format of the impedance matrix
wherein the FE-BI method generates the antenna takes the form

solutions characterized by the matrices Z, in (2)and (4). TZr•={•, 22-- ... 4, -- Z ' 2 Z,-1}

The FE-BI method is useful for modeling 
(5)

complex structures for which an approximate or

analytical representation of the structure's This block-Toeplitz property is the first major
electromagnetic properties is not attainable. As component of the AD-FMM algorithm, and it
expected, FE-BI is able to handle nearly any generates a pronounced reduction in storage. In
combination of material properties and arbitrary fact, we may stop here and employ the fast Fourier
geometric shapes, making it an ideal tool to transform (FFT) in the iterative solution of the
analyze complicated antenna structures [13]. system matrix as done in [4]. However, we can
However, rigorous analysis tools have practical achieve an even greater reduction in the storage as
limits as well. FE-BI and integral equation described next.
methods can consume vast amounts of The fast multipole method (FMM) is used to
computational resources for electrically large factorize the non-adjacent block matrices in (5). If
problems. Rather than resort to approximate the pqth block may be written in the
methods that may not be accurate enough, it is factorized form,
often necessary to introduce special algorithms
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Zp q UTp qV (6) to array analysis has been applied numerous times
very successfully, with some advanced

where V is the "disaggregation matrix," Tp-q is the applications considered in [4,14]. Figure 7 shows a

"translation matrix," and U is the "reaggregation 10 x 40 slot array conformally mounted on a

"matrix." V contains the far-field radiation pattern cylindrical platform structure. The table gives the
coefficients of each of the boundary integral basis storage requirements and matrix fill times as thecoeficiets f eah ofthebounarysize of the problem increases. As seen, the AD-
functions for a given array element, computed in k Fis o m the arra y decmotion

diretios o th unt spere U ontinsthe FMM is compared with the array decompositiondirections on the unit sphere. U contains the method (ADM) of [4], and the MLFMM. The AD-

testing of each boundary integral basis function m atrix storage and tie does the

with a plane wave incident from each of the k far-
as the number of unknowns increases from 15

field directions. The k plane wave directions are tho ner 7 millon!

chosen to be the same as the k far-field directions,

so the elements of U are actually the complex IV. INTERACTION WITH PLATFORM
conjugates of the elements of V (provided that
Galarkin testing is used in the boundary integral). The basis expansion of the aperture fields for each
The translation matrix Tp-q is derived from a antenna via the boundary integral provides a set of
multipole expansion of the free space Green's equivalent sources/receivers existing in the
function [15]. The accuracy of (6) depends on thetruncation o. The mcur pofe sderiends, wihe presence of the platform structure. The interactions
truncation of the multipole series, which between the sources/receivers of any two antennas
directions k. are represented by the matrices Z12 and Z21 in (2)

Thre utiliy of tand (4) which incorporate the effects of the
platform. Evaluating these interactions amounts to

that Tp-q is diagonal and is found analytically. In computing the matrix-vector product (MVP) in
the AD-FMM approach where identical equally (4),
spaced array elements are used, Tp-q is also
Toeplitz. Therefore, only 2n-1 translation matrices MVP = 0 ]2jl (7)
need to be stored, each with k entries. The U and V Z 21  0 jx 2J
matrices are of size km, but they are the same for
all the identical array elements. We remark that k For moderately large platforms, the MVP can
is typically of the same order as m, so the storage be computed with the multi-level fast multipole
requirement for U and V is of order m2 . Likewise, method (MLFMM) which furnishes an efficient
the total storage requirement for all Tp-q is m(2n-i). full-wave solution to the integral equation of the
Lastly, we must also store the full self matrix Z0  platform [11,12]. The MLFMM requires a
and the nearest-neighbor matrices Z-1 and Zi sampling density on the order of 100 surface basis
because FMM is only applicable to separated functions per square wavelength. At 1 GHz this
blocks with [p-q[>l. This storage requirement is t
3m2 . Therefore, the total storage requirement for translates to a minimum of about 7 million

o 2 unknowns required to model the ship's topside.
th AD-FmMthestorag is of N. Ord c , + N if Therefore, the platform can become prohibitively
N >> m the storage is O(N). Of course, there is large for the MLFMM at frequencies above
also a required storage of 0(N) for the unknown GHz. However, it is still very useful for
vector coefficients. communication frequencies below 1 GHz and

The above AD-FMM storage requirements provides reference solutions for validating the

extend to arrays that are periodic in two or three pro ximate high-fr asypttic

dimensions. The method may also be applied to methods.

the interaction of multiple array structures sharing

common dimensions or periodicity. This approach
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* Aircraft fuselage (Cylinder)
* Problem size:1.5 million

unknowns
1 OX in circumference, 30X tall

• Conformal 10x40 slot array
* Memory requirement using

tranditional methods: 25
Terabytes

• ADM memory requirement-10
Gigabytes - over 3 orders
magnitude storage savings

Figure 7: Conformal slot array on a cylinder.

For higher frequencies, the iterative physical University (OSU) MLFMM code [12] with
optics (IPO) method incorporates high-frequency 290,000 unknowns was used for reference. (OSU-
asymptotic principles to solve the platform integral MLFMM took 4.5 hours to run on a 6 CPU
equation more approximately [7,16]. The IPO Itanium 2 cluster.) However, the OSU-IPO code
refines the first-order PO currents by iterating the required only 60,000 unknowns for the same
magnetic field integral equation (MFIE), thereby problem, and took 8 minutes on a Pentium III PC
including multi bounce and multi-diffraction workstation. The induced currents are in good
effects. The brute force numerical evaluation of agreement, although the IPO currents do not show
the MFIE at N test points is an O(N2) computation, as much resolution because of the coarser
but the numerical sampling density of IPO is only sampling density. The far-field pattern of the
on the order of 4 to 16 points per square dipole in the presence of the ship is also shown. As
wavelength. It also uses a simple shadowing rule seen, the agreement between the full wave result
to determine if any two points "see" each other. (OSU-MLFMM) and IPO is excellent in the upper
This greatly reduces the number of point-to-point half-space.
computations [17]. Our IPO analysis has also been The advantage of IPO is demonstrated in
accelerated with the fast far-field approximation Figure 9 and shows the induced currents on a
[18] to further reduce the computational DDG-52 cruiser model excited by an 11-by-ll
complexity down to O(N 3/2) as described in [17]. array radiating at 1 GHz. The 11-by-11 array was
These factors produce a highly efficient code for placed at one of the locations of the SPY-I phased
analyzing electrically large multi-bounce array. Here, the IPO method required 270,000
structures with a good degree of accuracy. unknowns, but ran in a reasonable amount of time
Furthermore, IPO may be applied directly to CAD on a low-end PC workstation. For comparison, the
geometries because no ray tracing is involved. MLFMM would require around 5 million

Figure 8 displays a validation of the induced unknowns and need to be run on a supercomputer.
currents on a generic ship excited by a vertical The gain pattern of the array in free space and in
dipole mounted above the forward mast. The presence of the ship is also shown.
frequency is 200 MHz and the Ohio State
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OSU-MLFMMiM Code
290,000 unk., 2.5 hr fill-time
2 hr solve time (65 iterations) on 6 CPU Itanium2 cluster
Approx. 1.2 Gbytes/CPU memory

- Hertzian dipole
S' ..........: ...... ::;:;:,::• !.•I m eter above

tower top

OSU-JPO code
60,000 unk., 8 min total time (5 iterations) W

1 GHz Pentium IV with 256 Mbyte memory

Comparison:
* Fields on deck are very close to
each other.
. Radiation patterns are very close.

Figure 8: Validation of OSU-IPO method with the OSU-MLFMM code for a vertical dipole above the
forward mast of a generic ship model. Frequency is at 200 MIhz.

90 -0 I-- OnShpInduced currents at 1GHz -OSU-IPO code 40

270,000 unk.,6 --- 30

hours total time (7 20

iterations) 1 GHz
Pentium III with Stem '0 0Bow
256 MB RAM

210 330

270

Azimuth Gain Pattern

lIncluced currents used to
compute platform interactions

4 4 44 44 44 , 11 x 11 array of
4 .4 , 44 4 Huygen's sources with

a uniform amplitudeat
444444 location

•iur 9tea n144a, aydt tG

Figure 9: Induced currents on the DDG-52 cruiser model excited by an 1 lxlii array radiating at 1 GHz.
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At this point, we can state that the OSU-IPO except at high frequencies where it can be
code may be used to model ship topsides for approximated in closed form by the UTD. The
frequencies of up to about 4 GHz without resorting UTD can model almost all of the electrically large
to supercomputers. Work is also in progress to ship structure except for those portions with
implement the asymptotic phasefront extraction electrically small features, or with electrically
(APEx) technique [19] to extend the method of large features for which the UTD diffraction
moments (MoM) to as high or higher frequencies coefficients are presently not available. For the
as IPO by incorporating frequency-scalable basis more complex antenna array configurations that
functions [20]. are recessed in the ship platform, the procedure is

At even higher frequencies it becomes slightly modified and requires a separate array
necessary to employ the uniform geometrical code (such as the AD-FMM code) to provide the
theory of diffraction (UTD) ray method to account fields in the equivalent aperture formed by such
for the platform effects. Thus, the Ohio State arrays.
University Basic Scattering Code (OSU-BSC) [5] As seen in Figure 10, array A is transmitting,
(which employs UTD) is utilized here for whereas arrays B and C are both receiving. The
evaluating the relevant dominant UTD ray field UTD ray coupling, or the dominant rays for the
interactions as described below. It is also possible UTD Green's function pertaining to the tower over
to employ UTD to describe the fields radiated a ground plane are also illustrated in Figure 10(a).
locally from the arrays themselves. This is The slot array geometry is shown in Figure 10(b).
necessary to transform the boundary integral basis The only unknowns in the numerical MoM
functions into ray fields that can propagate solution are those associated with the slot aperture
throughout the platform environment, electric fields (because the UTD Green's function

for the tower accounts for the rest of that structure
Demonstration of Hybrid MoM/UTD Method with the slots now closed by conducting surfaces).

The slots are fed by a waveguide and are all
In the discussion below, an example involving identical, and sufficiently short and narrow so that

the EM wave interactions between a usual dominant vector mode function (emulating
apertures/arrays with their ship platform is the waveguide mode) can be assumed for each
provided using a hybrid method of moments slot-electric field. The UTD is applied by
(MoM)/UJTD approach. As noted above, such a considering each slot as a weighted point source
hybrid approach is useful at high frequencies for from which rays may be traced [21]. These UTD
which the ship platform becomes electrically very fields are then employed within the MoM solution
large and a full MoM or FE-BI analysis, as well as in a self consistent manner for both transmitting
the IPO, tend to become intractable. and receiving arrays [22]. However, the receiving

This example deals with the coupling between and transmitting arrays can also be considered
two conformal slot arrays on the same face, or separately, and then coupled numerically in an
different faces, of a large perfectly conducting ship iterative fashion using (4).
tower model as shown in Figure 10. The array Figure 11(a) shows the coupling to array B
current distribution for a given excitation is found with array A transmitting and array C absent,
via the numerical MoM solution to the governing whereas Figure 11 (b) shows the coupling to Array
array integral equation for the unknown currents. C with B absent. The slots of A are excited
(The current distribution could also have been uniformly and phased to radiate broadside. We
computed by FE-BI, but the slot array is simple also note that the slots are oriented horizontally in
enough to use the ordinary MoM.) The UTD is Figure 11 (a) and vertically in Figure 11 (b). Taking
then used for computing the interaction of array into account the different color scales in the
currents with the ship structure. figures, it is clear that the co-planar coupling is

In a broader sense, one may state that the ship much higher than the "around the comer"
Green's function forms the kernel of the integral coupling, as expected.
equation governing the boundary integrals in (1)- This UTD-based Green's function for the
(4). In general, there is no analytical closed form tower incorporated within the integral equation
expression for the ship/platform Green's function MoM solution of Figure 11 can be extended to
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include not only the interaction of the arrays in the on one face of the ship tower and another slot on
presence of the tower, but also in the presence of the same or different face is plotted as a function
the entire ship structure. The rays for the UTD of separation distance in Figure 12(b).
ship Green's function (in contrast to the dominant We next proceed to introduce large aperture
UTD rays for just the tower only) are shown in basis functions for modeling the array in
Figure 12(a). The UTD coupling between a slot conjunction with the UTD or IPO.

3 mn.

Length of slot 0.4k, Width of slot =0.2?,

Freq. = 10 GHz, D,=Dy=0.6X

(b) 31 x31 slot array
(a) Coupling analysis of slot arrays

Figure 10: Dominant ray interactions between the excited 3 lx31 slot array A and the 3 lx31 receiving slot
arrays B and C, respectively.

(XMTR) (RCVR) (XMTRJ (RCVR)
A B A C

2.5 0, I 035

20• 003 2.3

* 0.02' 1 222.42

~002
2.2 1 21

2, . ....;. .: j. 0.00-

19E

(a) (b)

Figure 11: The array distribution on the transmitting slot array A and the receiving slot arrays B and C,
respectively.
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41

II

(a) UTD rays associated with slots.

(b) Coupling between two slots.

Figure 12: UTD analysis of coupling between two slots on ship tower. Blue lines on ship are UTD rays.

V. TRUNCATED DFT ARRAY APERTURE sub-aperture pattern. For example, if there are M
BASIS FUNCTIONS sub-apertures in each array, then O(M 2) rays need

be traced. (M is chosen to be as small as possible
In the boundary integral approach to under the restriction that all nearby scattering

interfacing an array antenna with the external structures and antennas are in the far-field of each
platform, the number of conventional sub- sub-aperture.) Typically, each sub-aperture may be
sectional basis functions on the interface can be on the order of 2-5 wavelengths and could contain
quite large. Therefore, the dense interaction 400-2500 small basis functions.

matrices Z. •j in (2) and (4) can be extremely

large and the computation of the MVP in (7) very -- Possible edge
CPU intensive. Further, to apply/integrate the
standard FE/BI (with no basis reduction) with IPO
or UTD each element or weighted source must be
treated individually, making the implementation •- /
rather cumbersome and highly inefficient since
each elemental source launches its own UTD rays
[21]. That is, since rays are traced from all the
point sources of the transmitting antenna to all of
the points on the receiving antenna, N array
elements on each aperture implies O(N 2) rays Array A Array B
need to be traced. Considering the time it takes to
track a single ray through a complex platform Figure 13: Generalized ray expansion for sub-
environment, tracking this many rays may not be aperture interactions.
tractable for complex structures (ships or aircraft).

A simple approach for reducing the number of Amr ohsiae prahi oeposource points is based on the generalized ray discrete Fourier transform (DFT) representationexpansion (GRE) depicted in Figure 13. The GRE for the fields across the large array aperture. Thissubdivides an aperture into a set of smaller sub- representation has been shown to provide the same(ano anrtureinnoa ments) [. Rasmal re s information more compactly when properlyapertures (nottruncated [8,24]. Such a truncated DFT which
then launched from the phase center of each sub- tains only Sui h a signcated may
aperture and weighted according to the composite retains only relatively few significant terms may
far-field pattern of all the point sources included be shown to be very efficient for representing the
within the sub-aperture. The rays are subsequently aperture fields. Rules have also been established to

traced to each of the sub-aperture phase centers of select the significant DFT components (usually
the receiving array and weighted by the receiving 20% or so of the total discrete number of elements
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or samples in the aperture). Figure 14 shows a As the above example shows, the actual
realistic 31 x 31 slot array current distribution and spatially sampled array aperture fields can vary
the corresponding DFT spectrum for a uniform rapidly over the aperture, especially near the finite
excitation. The truncated DFT keeps a certain array edges. The more compact DFT set has the
number of terms in the bands around the 1=0 and advantage of having large basis functions that are
k=0 spectral lines, where the DFT spectrum is uniform in amplitude with linear phase. It has been
most concentrated. The radiated array field (AF) is shown recently that each DFT basis over a large
plotted in the near zone along the diagonal array generates an efficient closed form UTD ray
direction 300X above the array. As can be seen field representation for the entire array radiation at
from this figure, the truncated DFT (with 20% once [22]. These DFT based UTD rays emanate
significant terms) is very accurate and agrees well from certain flash points on the array boundary
with the exact solution (DFT with all N terms). In and one interior point, as shown in Figure 15. Four
some cases it may be necessary to include a small edge rays are analogous to UTD edge diffraction,
additional set (about 25 more DFT components) four comer rays are analogous to UTD vertex
within a narrow (5x5) sliding spectral window diffraction, and one interior ray is analogous to the
centered about the DFT component closest to the geometrical optics ray. Thus the DFT also
observation direction [22]. The sliding window provides a simple physical picture for the
correction is shown in the array field results of formation of the near and far fields using only a
Figure 14. handful of UTD rays that reach an observer in the

external region. Futhermore, the number of UTD
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Figure 14: Array distribution for a uniformly excited array including mutual coupling effects, and its DFT
spectrum. A sliding window technique is introduced to improve the accuracy from truncating the DFT
spectrum.
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rays from each significant DFT component stays another array boundary. Some of these ray
the same even if the physical dimensions of the interactions are shown in Figure 16 for two arrays
array are made larger! that are co-planar or on adjacent faces of a ship

Field Point tower.

- Comer rays - Possible edge

- GOrray

Rectangular

Aperture Array A Array B

Figure 15: Analogous UTD rays emanating from a
rectangular array. Figure 16: Only a few UTD ray flash points on the

These DFT based UTD rays may emanate boundary array A interact with those of array B to

from flash points on one array to all the describe the entire coupling of array A to array B

appropriate and corresponding flash points on via the DFT representation.

Transmitting Array Receiving Array
40 40

3030

20 20
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10 20 30 40 10 20 30 40

2. 20

0 0 0 0

Figure 17: Transmitting and receiving array distributions in the top figures when the transmitting array is
uniformly excited. The corresponding DFT spectra for the transmitting and receiving apertures are shown
at the bottom. The left hand side top and bottom figures are for the transmitting array and the right hand
side is for the receiving case (The color scale for the receiver is scaled by a factor of 100).
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It is evident from the above figures that the aperture + UTD for the local cylindrical fuselage
DFT spectrum is highly localized; i.e., the simulation [25]. Details of such a hybrid approach
significant DFT components are highly peaked in for a realistic conformal airborne antenna array
a small portion of the entire DFT space. Thus the analysis will be described in a separate
computational complexity of this method for array publication.
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(a) X-band conformal array.
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Figure 18: Preliminary hybrid calculation of the radiation pattern at 9.5 GHz. of a cavity backed, stacked
circular patch array mounted conformally on a 737 aircraft fuselage. Fuselage diameter = 12 ft.; 20x20x2
(=800) array elements; 2x10 5 unknowns; 470 MB memory; 6 mins fill time; 20 sec solve time; 30 dB
Taylor distribution on array.
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